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reduced model matrix (eq. (59))

stable (eq. (50))

reduced model stable matrix, (eq. (58))

actuator dynamic stall
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unstable (eq. (50)); longitudinal component of turbulence (eq. (A2))

associated with actuator or control surface

associated with Gaussian random process (eq. (7))

0 aerodynamic RFA matrix associated with position (eqs. (27)–(30))

1 aerodynamic RFA matrix associated with rate (eqs. (27)–(30))

2 aerodynamic RFA matrix associated with acceleration (eqs. (27)–(30))

Superscripts:

c associated with control mode equations

cc effect on hinge moment due to control

cf effect on hinge moment due to flex (control-flex)

cg effect on hinge moment due to gust input

f associated with elastic (flex) mode equations

fc effect on elastic due to control (flex-control)

ff effect on elastic due to elastic (flex-flex)

fg effect on elastic due to gust input (flex-gust)

trap associated with trapezoidal integration

zero associated with zero-order hold integration

* complex conjugate transpose

associated with generalized coordinate, control modei

associated with generalized coordinate, elastic modei
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dot over symbol denotes first derivative with respect to time

two dots over symbol denote second derivative with respect to time
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Abbreviations:

AFW active flexible wing

CCFR control computer frame rate

CFD computational fluid dynamics

DOF degree of freedom (fig. 5)

EU engineering unit

ISAC interaction of structures, aerodynamics, and controls

LaRC Langley Research Center

LEI leading edge inboard

LEO leading edge outboard

LLEI left leading edge inboard

LLEO left leading edge outboard

LQG linear quadratic Gaussian

LTEI left trailing edge inboard

LTEO left trailing edge outboard

psd power spectral density

RFA rational function approximation

RLEI right leading edge inboard

RLEO right leading edge outboard

RTEI right trailing edge inboard

RTEO right trailing edge outboard

RVDT rotary variable differential transducer

rms root mean square

SIC structural influence coefficient

TDT Transonic Dynamics Tunnel

TEI trailing edge inboard

TEO trailing edge outboard

TOGW takeoff gross weight





Introduction

Importance of Flutter in Airplane Design

Weight minimization is vital to successful airplane
design. However, if structural weight is minimized, air-
planes will deform appreciably under load. An inter-
acting feedback process results wherein deformation
changes the distribution of the aerodynamic load, which
in turn changes the deformation. At certain dynamic
pressures and Mach numbers, this process may lead to
flutter, a self-excited and often destructive oscillation
wherein energy is absorbed from the fluid stream. (See
Garrick and Reed (1981).)

An airplane must be flutter-free beyond the operat-
ing envelope. For military airplanes (MIL-A-8870B
(AS)), a flutter-free margin is required that is equal to a
15-percent increase in equivalent airspeed beyond the
design limit speed envelope (fig. 1) at both constant
altitude and constant Mach number. For commercial
airplanes (FAR Part 25, Section 25.629 (1992)) the
flutter-free margin is a 15-percent increase in equivalent
airspeed beyond the speed envelope. Prior to 1992, the
required commercial airplane margin had been 20 per-
cent. Traditional passive remedies for flutter problems
add weight in the form of additional structure or mass
ballast. If the flutter-free requirement for airplane design
can be met by active suppression with the use of existing
control surfaces (at least in the margin beyond the opera-
tional envelope), weight savings may be possible. Pre-
liminary design studies of a supersonic transport concept
estimate that an airplane weight reduction of 2 to 4 per-
cent of the total structural weight is possible with the use

of active flutter suppression instead of passive remedies.
(See Thompson and Kass (1972).)

Technology studies at the Douglas Aircraft Com-
pany (1975, vol. 1, pp. 1–78) on a Mach-2.2 supersonic
transport concept indicate that provision for passive flut-
ter clearance without placard restrictions to the flight
envelop and also within aeroelastic constraints involving
static wing twist results in an incremental structural
weight penalty of 8802 lb. If placard envelop restrictions
were allowed for certain fuel conditions, the weight pen-
alty dropped to 2702 lb. In addition, the total fuel capac-
ity was reduced by 5 to 10 percent because passive flutter
remedies required that no fuel be stored in the outboard
wing. These weight penalties were calculated for a
design with a takeoff gross weight (TOGW) of
707600 lb and an operating empty weight of 297182 lb.
Because of the large fuel fraction characteristic of super-
sonic transports, small changes in operational empty
weight produce large changes in TOGW; the TOGW and
cost are roughly proportional.

Recent studies performed at the Boeing Commercial
Aircraft Company by Ray, Carlin, and Lambregts (1992)
of high-speed commercial transports state that “substan-
tial saving in structural weight may be achieved by rely-
ing on an active flutter suppression system . . . ,
particularly if metal structures are used.” Studies at
Rockwell International Corporation on an advanced
fighter concept suggest that, when coupled with an active
flexible wing (AFW) concept for an advanced fighter,
active flutter suppression may allow TOGW to be
reduced by 2 to 5 percent. (See Miller (1988).)

Abstract

Mathematical models and implementation issues are described for simulations
developed in the active flexible wing wind tunnel test program, which resulted in suc-
cessful application of active flutter control. The wind tunnel test program required a
truth batch simulation for off-line tests of proposed control designs and functional,
hot-bench tests of digital controller hardware and software. To provide the hot-bench
test environment, a real-time simulation of the wind tunnel model and test environ-
ment was desired. Although mathematical model complexity and computing power
limitations prevented attainment of real-time operation, essential test goals were met
with a hot-bench simulation running at a timescale ratio no slower than 1:5. To
achieve the required timescale, model reduction methods were applied to the aero-
servoelastic portion of the full-order mathematical model. The reduction method was
based on the internally balanced realization of a linear dynamic system. The error-
bound properties of the internally balanced realization contributed to the method util-
ity in the model reduction process. The state dimensions of the aeroservoelastic model
were reduced by a factor of 2. The errors due to reduction appeared beyond the 10th
bit of the analog-to-digital converters for all 560 combinations of simulation inputs
and outputs.
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Active Flexible Wing Program and Role of
Simulation

Wind tunnel tests of active flutter suppression
control systems were conducted in the Langley Tran-
sonic Dynamics Tunnel (TDT). The test model (fig. 2)
was a full-span, free-to-roll, aeroservoelastically scaled
model of an advanced fighter and is referred to herein as
the AFW wind tunnel model. This model has been used
in two research programs involving four TDT tests.
Rockwell International Corporation, USAF, and NASA
collaborated to perform wind tunnel tests in 1986 and
1987, which constituted the first AFW research program
described by Miller (1988). The test in 1986 produced
basic force- and moment-coefficient data and control sur-
face effectiveness data. In the 1987 test, static pressure
data were taken, active roll control was demonstrated,
and preliminary structural mode control and maneuver
load alleviation functions were tested.

The second AFW research program was a joint effort
of NASA and Rockwell International Corporation and is
described by Noll et al. (1989); Perry et al. (1990); Perry,
Cole, and Miller (1992); and Taylor (1991). The second
AFW research program, which resulted in wind tunnel
tests in 1989 and 1991, is discussed herein. The primary
objectives of the 1989 test were to evaluate flutter sup-
pression and rolling maneuver load control systems as
individual functions. The primary objective of the 1991
test was to demonstrate active flutter suppression during
simultaneous performance of aggressive rolling maneu-
vers in which wing loads were controlled.

The flutter mechanism of the AFW model was a
classical clean-wing flutter. In clean-wing flutter, a wing
bending elastic mode couples with a wing torsion elastic
mode to produce two new modes, one of which has
eigenvalues that move rapidly into the unstable region of
the complex plane as dynamic pressure increases. Early
in the program, researchers recognized that failure of the
active flutter suppression system during open-loop flutter
test conditions would put both the model and the wind
tunnel at risk. Therefore, extensive simulation-based,
end-to-end tests and validation of the controller hardware
and software systems were performed. Simulations to
support the 1989 and 1991 wind tunnel tests are also dis-
cussed by Buttrill and Houck (1990), Buttrill and Bacon
(1991), and Buttrill et al. (1992). In this report, simula-
tions and mathematical models are discussed and identi-
fied by the year (either 1989 or 1991) of the wind tunnel
test that they were intended to support.

Both batch and hot-bench simulations were devel-
oped for each wind tunnel test. The batch simulations
served as truth models and were used to evaluate the con-
trol laws by predicting performance and establishing sta-
bility margins, provide data files for the hot-bench

simulations, and verify the hot-bench simulations. The
batch simulations of 1989 and 1991 incorporated both
symmetric and antisymmetric elastic modes,1 rate-
limiting actuator models, wind tunnel turbulence repre-
sentation, and the digital controller model with attendant
computational time delays and sampling effects. The hot-
bench simulations (1989 and 1991) of the AFW model in
the wind tunnel environment supported digital controller
hardware and software tests. The digital controller was a
complex system that consisted of a Sun workstation aug-
mented with three special-purpose processor boards.
(See Hoadley (1992); Pototzky et al. (1990); and
Wieseman, Hoadley, and McGraw (1992).) In addition to
implementing both the roll and flutter control laws at
200 Hz, the digital controller generated excitation signals
and collected data to support on-line assessment of both
open- and closed-loop plant stabilities. The stability
assessments were performed on another companion
computer.

A key strategy, which was adopted early in the AFW
test program, was to recognize that hot-bench tests could
be performed with a slower timescale than real time. This
decision permitted use of the existing LaRC central real-
time facility. The mathematical models were sufficiently
complex so that real-time computer simulation at the
LaRC central facility was impossible. Because the con-
troller was digital, tests at a different timescale were
straightforward. Special accommodations were required
for nondigital dynamic elements in the test loop, which
were limited to the analog antialiasing and notch filters.
Although the requirement that the digital controller com-
plete its calculations in 5 msec (200 Hz) could not be
tested at a slow timescale, virtually all other required
controller functions could be evaluated. Completion of
the calculations in 5 msec was verified without the hot-
bench simulation in the loop. Experience before the 1989
test had shown that hot-bench tests conducted at time-
scales slower than 1:5, while theoretically permissible,
became operationally burdensome, particularly when the
system was being debugged.

The state dimension of the simulation mathematical
model developed for the 1991 wind tunnel test became
too large for an effective hot-bench simulation based on
the same procedures used for the smaller 1989 mathe-
matical model. This growth in state dimension is dis-
cussed in more detail in the section “Simulation Structure
and Implementation.”

To achieve an acceptable timescale, the simulation
state dimension had to be reduced substantially without

1Let φ(x, y, z) describe an elastic mode displacement field as a
function of the undeformed coordinatesx, y, andz. An elastic mode
is called symmetric (about theX-Z plane) ifφ(x, y, z) = φ(x, −y, z)
and antisymmetric ifφ(x, y, z) = −φ(x, −y, z).
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compromising the response accuracy. The model reduc-
tion method applied to the 1991 mathematical model was
based on the well-known properties of the internally bal-
anced realization of a linear time-invariant system. (See
Moore (1981), Glover (1984), and Enns (1985).) When
an asymptotically stable system is transformed into inter-
nally balanced coordinates, the resulting states are
ordered according to their importance to system input
and output behavior. The nature of this ordering is made
more precise in the section “Error Properties.” The inter-
nally balanced method was extended by Enns (1985),
who developed an approach whereby frequency regions
could be selected for emphasis by the use of weighting
filters, which has come to be known as the frequency-
weighted internally balanced reduction method. Bacon
(1991) extended the frequency-weighted internally bal-
anced approach and produced a frequency-weighted
pole-preserving method to better accommodate a system
with unstable or neutrally stable components.

For the work described herein, the classical inter-
nally balanced method of handling unstable subsystems
by decoupling the stable and unstable portions was
applied without frequency weighting. When the classical
internally balanced method was combined with appropri-
ate scaling and a conservative choice for an error bound,
a relatively hands-off reduction method emerged. The
successful application of an internally balanced approach
to the large and complex systems that support control law
design for aeroservoelastic systems is significant; the
method offers an additional approach to the research of
Tiffany and Adams (1988) and Tiffany and Karpel
(1989), in minimizing the impact of unsteady aero-
dynamic states on the size of aeroservoelastic systems.

 Simulation Objectives and Results Organization

The principal goal of this report is to document the
modeling and simulation methods of the AFW program.
An important part is an assessment of the many engineer-
ing judgment decisions that were required. In addition,
this paper is a detailed guide for definition and imple-
mention of time domain simulations of realistic aeroser-
voelastic models consistent with full-envelope flight
simulations. The literature is scant with regard to time
domain simulations of realistic aeroservoelastic models.
Some exceptions are Cutchins, Purvis, and Bunton
(1983); Waszak, Davidson, and Schmidt (1987); Waszak
and Schmidt (1988); Buttrill, Arbuckle, and Zeiler
(1987); Morino and Baillieul (1987); and Arbuckle,
Buttrill, and Zeiler (1989). A more typical case is the
recent and excellent text of Stevens and Lewis (1992) on
airplane dynamics, simulation, and control; however,
they mention the subject of elastic dynamics only in
passing.

In this report the wind tunnel, the test model, and the
hot-bench laboratory are described. Next, the rationale is
given for using a variable timescale, and its utility in the
hot-bench test environment is demonstrated. The mathe-
matical models, as developed to implement the simula-
tions, are presented and the differences in the math-
ematical models used to support the 1989 and 1991 tests
are characterized. Comparisons between experimental
and predicted responses are made. Next, the simulation
structure and implementation issues are addressed. The
implementation issues of the hot-bench simulation are
described in detail; the batch simulation implementation,
being simpler, is only briefly mentioned. Then, the the-
ory behind and methodology for the model reduction are
presented, along with comparisons of full- and reduced-
order models that demonstrate model reduction tech-
nique effectiveness for the AFW program. The
“Concluding Remarks” section summarizes the key
points and lessons learned.

Wind Tunnel Model

Figure 2 shows the AFW wind tunnel model
mounted in the Langley TDT. The AFW sting mount had
an internal ball-bearing arrangement that allowed the
model to roll approximately±145° about the sting axis.
A hydraulically powered pivot connected the fuselage to
the sting so that the model pitch could be remotely
adjusted from approximately−1.5° to 13.5°. (See Perry,
Cole, and Miller (1992).)

The TDT is a closed-circuit, continuous flow wind
tunnel capable of testing at stagnation pressures ranging
from 0 to atmospheric and at Mach numbers ranging
from 0 to 1.2. (See Perry, Cole, and Miller (1992).)
Dynamic pressure and Mach number can be varied inde-
pendently; that is, fan speed can be used to control the
free-stream Mach number and the wind tunnel can be
evacuated to achieve a desired dynamic pressure. (See
Adams et al. (1992).) Figure 3 shows the operationing
envelope of the TDT with air as the test medium. For all
AFW tests in the second AFW research program, air was
the test medium.

For the flutter suppression investigations, destabiliz-
ing mass ballast was added to each wingtip so that the
model would flutter within the TDT operating envelope.
The wingtip ballast lowered the wing first-torsion elastic
mode in vacuo frequency and to a lesser extent the
in vacuo frequency of the wing first-bending mode. The
result was thatin vacuo frequencies of the wing first-
bending and first-torsion elastic modes were closer and,
as dynamic pressure was increased, these elastic modes
combined to form the primary flutter mechanism at a
lower dynamic pressure than that for the original wind
tunnel model with no wingtip ballast.
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The wingtip ballast (fig. 4) could also be rapidly
decoupled in pitch from the wingtip by the release of a
hydraulic brake. Ideally, when decoupled, the wingtip
ballast would be sufficiently free to rotate about the pivot
mechanism so that, as the wing twists, the wingtip ballast
would remain level. In practice, the wingtip ballast was
restrained in pitch by a soft spring (fig. 4), which was
stiff enough to prevent the wingtip ballast from departing
in pitch from static aerodynamic load yet soft enough to
maintain the decoupled boundary well beyond the wind
tunnel operating envelope. Decoupling the wingtip bal-
last proved effective in suppressing flutter during the
tests and also provided an additional safety margin for
the wind tunnel model and the TDT. When the hydraulic
brake in the wingtip ballast was engaged, the wingtip
ballast with its attendant high inertia was coupled with
the wing torsion modes to lower thein vacuo frequen-
cies. Additional information on the wingtip ballast
design can be obtained from Perry et al. (1990) and
Perry, Cole, and Miller (1992).

As indicated in figure 5, the AFW wind tunnel
model had eight control surfaces that could be com-
manded. Each wing had four pairs of control surfaces
consisting of the following right and left symmetric
members: the leading edge outboard (LEO), the leading
edge inboard (LEI), the trailing edge outboard (TEO),
and the trailing edge inboard (TEI). The model instru-
mentation included the following 40 sensor outputs:
8 control surface position measurements, 13 accelero-
meter outputs, 8 strain gage outputs, 8 hinge moment
measurements, 1 model pitch position, 1 model roll posi-
tion, and 1 model roll rate. Two wing accelerometers,
previously collocated with the LEI control surfaces, were
moved to the wingtip ballast devices. The AFW wind
tunnel model without the wingtip ballast devices is
described in detail by Miller (1988). The input-output
signals for the wind tunnel model and for the supporting
simulations are listed in table I.

Hot-Bench Overview

Hot-Bench Laboratory

The hot-bench laboratory provided a test environ-
ment as close as possible to that of the control computer
hardware system in the TDT. The analog communication
links were the same for the digital controller when con-
nected to the hot-bench laboratory components as when
connected to the model at the wind tunnel. Ideally, the
hot-bench test environment would permit tests of the full
functionality of the digital controller. The digital control-
ler functions included model control, input excitation,
general data acquisition, and data acquisition for subse-
quent stability analysis on a separate computer. (See
Wieseman, Hoadley, and McGraw (1992).) To support

full-functionality testing, all 40 of the wind tunnel model
data outputs had to be simulated at the hot-bench
laboratory.

The AFW hot-bench simulation setup, depicted
schematically in figure 6, was linked to the central real-
time facility at LaRC. As described by Crawford and
Cleveland (1986), the LaRC real-time facility contains
nodes that communicate through a fiber-optic digital net-
work. For the AFW hot-bench simulation, a Cyber 175
system (the real-time simulation computer then avail-
able) was used to integrate the equations of motion. A
graphics computer provided a real-time display that
approximately simulated the view through the wind tun-
nel test-section windows.

During the hot-bench simulation and wind tunnel
tests, the interface electronics processed signals to and
from the digital controller. (See fig. 6.) The interface
contained logic that tested the signals to ensure that con-
servative safety limits were not exceeded. If a violation
occurred, the controller would be taken off-line and a trip
signal would be sent to the wind tunnel control electron-
ics. In addition, the interface electronics included analog
filters that conditioned the signals from the wind tunnel
model before the digital controller sampled them. The
analog filters were specified by the control law designers
and consisted of antialiasing and notch filters. Both 25-
and 100-Hz antialiasing filters were available, as were
various notch filters.

The hot-bench real-time display is shown in figure 7.
The display presents model roll, control surface deflec-
tions, and total structural deformation of the simulated
wind tunnel model. The display also depicts the model in
a roll attitude with the left wing down and with the left
and right trailing-edge inboard (LTEI and RTEI) surfaces
deflected antisymmetrically (−10.003° LTEI and 10.003°
RTEI) to produce the roll. The dynamic pressureQ is
shown as 350 psf, the magnification factor (MAG) is 2
(used to exaggerate the elastic deflections for display
purposes), the control computer frame rate (CCFR) is 20,
and the simulation case (IMCASE) is 6. This simulation
case includes 20 elastic degrees of freedom (DOF)
appropriate to the free-to-roll (i.e., roll-brake-off) bound-
ary condition. All other control surfaces are at a com-
manded deflection of zero so that any apparent deflection
(apart from LTEI and RTEI) is due to elastic deflection
of the simulated model wing structure.

Hot-Bench Timescale

Several factors prevented the AFW hot-bench simu-
lation from operating in real time. The control computer
runs at 200 Hz in the wind tunnel. To prevent excessive
digitally induced time delays, engineering judgment was
used to determine that the hot-bench simulation needed
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to be updated twice for each digital controller frame,
requiring an update rate of 400 Hz if the hot-bench simu-
lation was to run in real time. That simulation update rate
would require solution of the aeroservoelastic simulation
equations in 2.5 msec on the Cyber 175 system. For a
full-order model with 20 elastic modes, the required
computational frame time exceeded 25 msec. Even had
the Cyber 175 central processing unit been able to com-
plete the equations-of-motion calculations in 2.5 msec
(400 Hz), the minimum frame time available on the
Cyber 175 system because of the real-time operating sys-
tem architecture was 5 msec (200 Hz).

An additional constraint on real-time computing
resources existed. During the hot-bench phase, many
other research programs competed for the two production
real-time computers at the LaRC central facility. Conse-
quently, the hot-bench simulation often shared a
Cyber 175 system with another job, which left only half
of the Cyber system computing power available. Thus,
the timescale had to be an easily adjusted parameter for
any dynamic component in the hot-bench loop.

The AFW hot-bench simulation (fig. 6) operated
more slowly than real time (1:1). Timescale is a function
of the integration steph and the computing frame time
(Tcf) of the simulation. IfTcf is larger thanh, the simula-
tion runs at a timescale of 1:(Tcf/h), which is slower than
real time. During the tests in the hot-bench laboratory,
the analog filters in the model-controller interface elec-
tronics were bypassed (see switch in fig. 6) because a
timescale could not be applied to the analog filter dynam-
ics. However, the analog filter dynamics were part of the
dynamic system that the digital controller would see in
the wind tunnel tests and needed to be accounted for in
the hot-bench simulations.

For the 1991 AFW test, five separate control laws
were validated with hot-bench simulation: three were
flutter suppression controllers (Christhilf and Adams
(1992), Mukhopadhyay (1992), and Waszak and
Srinathkumar (1992)), and two were roll controllers
combined with load alleviation (Moore (1992) and
Woods-Vedeler and Pototzky (1992)). A fourth flutter
control law (Klepl (1992)) was designed and had some
wind tunnel test time in 1991 but had no validation by
hot-bench simulation.

All the control laws used the 25-Hz analog antialias-
ing filters. At least one flutter controller used additional
analog notch filters to further condition inputs to the dig-
ital controller. Because the choice of analog notch filters
was generally unique to the control law (as opposed to
the antialiasing filters), the burden of digitally simulating
the notch filters fell to the control law designers. In the
hot-bench simulations, the control law dynamics were
augmented with the required notch filters. The controller

was operating on a slow timescale so the additional com-
putational burden was not a problem, as would have been
the case during real-time runs. The antialiasing filter
dynamics, however, were included in the mathematical
model discretization represented by the box labeled
“Simulation computer” in figure 6. Because all control-
lers used the same antialiasing filter set, the antialiasing
dynamics were conveniently accounted for in the plant
dynamics.

Digital simulation of the analog filters ensured that
all dynamic elements in the hot-bench loop could be rep-
resented at selectable timescales. Therefore, the dynamic
elements of the hot-bench loop and the control and simu-
lation computers were run synchronously at a slow time-
scale, and dynamic validity was maintained.

When the 25-Hz antialiasing filters were bypassed,
none remained in the hot-bench loop. Antialiasing filters
are normally required for digital control of hardware or
analog systems. However, in the hot-bench simulations,
the hardware is also digitally simulated. The hot-bench
environment is relatively free of electronic and measure-
ment noise when compared with that of the wind tunnel.
The LaRC real-time simulator sites are tested to deter-
mine whether any analog signals contain excessive noise;
the noisy signals are filtered as necessary with low-pass
Bessel filters, which may have cutoff frequencies of 10,
20, 80, or 100 Hz as required. The hot-bench hardware
used an existing tested simulator site, and the absence of
antialiasing filters in the hot-bench setup did not cause
problems. Real-time simulations supported at the LaRC
facility are typically run without antialiasing filters
unless problems are noted.

Mathematical Models

Figure 8 shows the structure of the batch and hot-
bench simulations and the data flow between them.
Depicted are 10 inputs and 56 outputs for the simulation
mathematical model. The inputs consist of eight actuator
commands and two Gaussian random numbers (1991
simulation) used to drive the turbulence models. Of the
56 outputs, the first 40 represent the first 40 simulated
wind tunnel model sensor outputs listed in table I. The
last 16 outputs are the displacements of the generalized
coordinates associated with 16 elastic modes; the 8 low-
est frequency symmetric and asymmetric elastic modes
are used to drive the real-time graphics display. (See
fig. 7.) When the simulated model was in the free-to-roll
condition, the first antisymmetric elastic mode was actu-
ally the roll degree of freedom.

This section is organized as follows: The turbulence
models used in both the 1989 and 1991 simulation mod-
els are described and evaluated. The principal source of
disturbances that the flutter suppression laws must reject
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is wind tunnel turbulence, and adequate characterization
of that turbulence for an assessment of actuator activity is
critical to control law design. The model of the plant to
be controlled is then described. The plant model contains
the following subsystem models: actuator dynamics,
structural dynamics, aerodynamics, and antialiasing filter
dynamics, all of which are described in successive sec-
tions. The subsystem models are then integrated in the
next section which describes the aeroservoelastic equa-
tions. Finally, an assessment of the validity of these mod-
els is made in the section entitled “Flutter Predictions and
Frequency Response.”

The level of complexity of these mathematical mod-
els were typical of industry and government practice.
The establishment of an integrated batch and real-time
aeroservoelastic simulation methodology represented
one of the technical contributions of the AFW program
because the synthesis of the various component models
in a nonlinear simulation framework is not widespread.

Turbulence Model

Wind tunnel turbulence is the principal component
of disturbances seen by the controller-model system.
Characterization of the wind tunnel turbulence can sig-
nificantly affect estimates of control surface activity.
This section first describes the structure of the turbulence
models and then the model parameters.

Implementation of modified Dryden model.The
turbulence model used in the AFW simulation was a
modified form of the Dryden atmospheric turbulence
model. (See Hoblit (1988).) The Dryden spectral form
for the vertical and lateral component of turbulence is
given by

(1)

whereL is scale length,Ω is the spatial frequency (rad/ft)
of the frozen turbulence field, andσg is the rms magni-
tude of the gust velocity. The symbolΦ is replaced by
Φw in equation (1) for a vertical gust and byΦv for a side
or lateral gust. The rms magnitudeσg is often referred to
and specified as a gust intensity with units of velocity in
the literature. (See MIL-STD-1797A.) This expression
can be found in several references, including Hoblit
(1988) and Roskam (1979). Equation (1) defines a one-
sided power spectral densityΦ. When the power spectral
density (psd) is integrated over the complete frequency
range (in this case, from 0 to infinity), the total power in
the signal should be recovered. For a random signal, total
power is given by the expected value of the square of the
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signal (i.e., the square of the rms). In the Dryden psd,σg
is the rms. Therefore, as given by Hoblit ((1988), p. 34),

(2)

A proof of equation (2) is given in appendix A.

When the argument of the spectrum functionΦ is
changed, the relationship of equation (2) must be pre-
served. To convert the spectrum function from the spatial
frequencyΩ to a function ofω (rad/sec), we define a
change of variables by

(3)

whereV is the free-stream velocity. Equations (2) and (3)
are combined to give

which gives the following definition for , which is
the Dryden psd function in terms ofω:

(4)

Equations (1) and (4) can be combined to produce

(5)

whereτg = L/V. Whereas equations (1) and (5) (or ver-
sions thereof) can be found in several sources (Roskam
(1979), Hoblit (1988), and MIL-STD-1797A), the digital
implementation of equation (5) may not be obvious and
requires elaboration. The exact implementation equa-
tions and theoretical justifications are discussed next.

The theoretical derivations that follow rely heavily
on Hardin (1986) whose convention was to deal with
two-sided spectra. Define the two-sided psdSw as
follows:

(6)

To support the digital implementation of a Dryden turbu-
lence model, a transfer function must be defined such
that when implemented digitally and driven by a
Gaussian digitally generated random number sequence,
the transfer function will produce a signal with the
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two-sided psd defined in equation (6). The relationship
between the psd of an output signalSw, the psd of an
input signalSυ, and the linear transfer functionH, which
relates input to output, is given by (eq. (5.2) of Hardin
(1986))

(7)

where  is the complex conjugate ofH andSυ is the psd
of a Gaussian random process having an rmsσυ = 1.
Therefore,

(8)

If the random number generator that produces the
input signalυ is a good simulation of a white-noise pro-
cess and is sampled and held everyTυ sec, thenυ can,
for the following derivations, be assumed to have con-
stant power over the Nyquist frequency interval defined
by (−π/Tυ, π/Tυ) where 2π/Tυ is the sampling frequency
(rad/sec). The input signalυ is further assumed to have
zero power outside the Nyquist frequency interval. The
reasons for these assumptions are addressed in appen-
dix B. Equation (8) then becomes

(9)

whereSυ is a constant. The solution forSυ gives

(10)

Equations (6), (7), and (10) are combined to give

(11)

For simulation implementation, a transfer function
is defined in the Laplace variables such that, whens is
replaced byjω, results in

(12)

where . The reader can verify that the transfer
function definition of  shown in equation (13) satis-
fies equation (12)

(13)

The transfer function  relates the Laplace trans-
form of the gust-mode participation coefficientξg(s) to

Sw ω( ) H
* ω( )H ω( ) Sυ=

H
*

συ
2

1 Sυ∞–

∞

∫ ω( ) ωd= =

1 Sυ ωd
π– Tυ⁄

π Tυ⁄

∫ Sυ
2π
Tυ
------= =

Sυ
Tυ
2π
------=

σg
2τg

2π
-----------

1 3 τgω( ) 2
+

1 τgω( ) 2
+

2
-------------------------------------- H

* ω( ) H ω( )
Tυ
2π
------=

H̃ s( )

H̃ jω–( ) H̃ jω( ) H
* ω( ) H ω( )

σg
2τ

Tυ
---------

1 3 τgω( ) 2
+

1 τgω( ) 2
+

2
--------------------------------------= =

j 1–=
H̃ s( )

H̃ s( )
ξg s( )
υ s( )
--------------- σg

τg

Tυ
------

1 3+ τgs( )

1 τgs+( ) 2
--------------------------------------= =

H̃ s( )

the Laplace transform of the digital random processυ(s).
For the AFW simulation, two gust-mode participation
coefficients were used: one for the symmetric gust mode
and one for the antisymmetric gust mode. The actual
state equations used in the simulation models to imple-
ment the transfer function defined in equation (13) are
given by

(14)

whereυ is a Gaussian random process that is sampled
and held everyTυ sec andσg is the desired rms velocity
magnitude of the turbulence output. In both the batch and
hot-bench simulationsTυ is the integration step size. The
output equations

(15)

define the modal participation coefficientξg for the gust
mode. In the limit, as the reduced frequency goes to zero,
the symmetric gust-mode shape is equivalent to a simple
uniform downwash mode. A more complete description
of the gust-mode shapes used to model the turbulence
can be found in Adams et al. (1992). Two sets of state
and output equations were implemented, one for sym-
metric elastic dynamics and one for antisymmetric elastic
dynamics.

Turbulence model parameters.Wind tunnel tests of
the AFW model before the wingtip ballasts were
installed had revealed resonance peaks in various model
outputs due to natural wind tunnel turbulence at 10 Hz.
In addition, the predicted flutter frequency of the AFW
model with the wingtip ballast was expected to be near
10 Hz. A break frequency of 17.23 Hz produces a peak
magnitude at 10 Hz in the transfer function defined in
equation (13). A value ofτg = 1/(2π17.23) for the turbu-
lence transfer function was used to approximate the
expected wind tunnel turbulence.

Before the November 1989 test, the effect of TDT
turbulence on the AFW aeroservoelastic response was
unknown. As stated by Adams et al. (1992),

No accurate representation of the wind-tunnel turbu-
lence levels was available. Furthermore, the effect on the
plant of any given turbulence intensity would be highly
dependent on the configuration and the gust-mode
shapes used to characterize the turbulence. Based on
prior wind-tunnel entries, the rms turbulence velocity
magnitude was estimated to be approximately 1 ft/sec at
the wingtips at a Mach number of 0.5 and a dynamic
pressure of 300 psf. This magnitude was conservatively
assumed to apply at all test conditions.
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A further decision was made to allocate the turbu-
lence between the symmetric and antisymmetric models
according to an 85:15-percent distribution as measured at
the wingtips. The following symmetric and antisymmet-
ric intensities resulted and were used before the 1989
test:

(16)

The antisymmetric intensity in equation (16) is the veloc-
ity induced at the wingtip of an antisymmetric gust
mode. The symmetric intensity in equation (16) is the
maximum velocity of a frozen sinusoidal symmetric gust
mode moving with the free stream and having no varia-
tion in the spanwisey direction. As mentioned earlier, a
more complete description of the gust mode shapes used
to model the turbulence can be found in Adams et al.
(1992).

In the batch and hot-bench simulations for the 1989
test, a single Gaussian random number sequence was
used to generate both symmetric and antisymmetric gust
velocity components. As pointed out by Adams et al.
(1992), the use of two uncorrelated random numbers
with the rms gust velocity components of =
11.82 in/sec and  = 2.085 in/sec would have achieved
a distribution of 85 and 15 percent, respectively, with a
vector sum of 12 in/sec and would have been a better
implementation. The simulation developed for the 1991
wind tunnel test used two independent random number
inputs.

When the model is in the wind tunnel with a flutter
suppression control law engaged and is subjected to only
natural turbulence as excitation, control surface activity
results. Figure 9 shows the rms value of commanded
control surface rate for the TEO control surface plotted
as a function of dynamic pressure for the three flutter
control laws tested in November 1989. As figure 9
reveals, all three different flutter control laws generally
resulted in the same observed rms levels of control sur-
face activity in the TDT and generally the same levels of
simulation overprediction of rms control activity. Al-
though not explicitly shown in figure 9, analysis of data
from the November 1989 wind tunnel test revealed that
the rms simulation-predicted control surface activity was
higher than the observed data.

When the turbulence intensitiesσg are defined as
functions of dynamic pressure, simulation-predicted rms
levels for control activity can be made to agree with the
observed data. As shown in figure 9, the 1989 flutter sup-
pression control law which produced experimental data
the farthest beyond the open-loop flutter condition was
the “traditional pole/loci” design described by Adams

σgsy
10.2 in/sec=

σgas
1.8 in/sec= 




σgsy
σgas

et al. (1992) and Waszak and Srinathkumar (1992). Fig-
ure 10 shows an example of tuning turbulence intensities
based on the 1989 control activity levels for the case of
the control law designed by traditional pole-zero loci
methods.

Plotted in figure 10 as functions of dynamic pressure
are the symmetric and antisymmetric intensities required
to bring batch-simulation-generated rms results for the
1989 traditional pole-zero loci control law into agree-
ment with various target metrics of control surface activ-
ity. Below 275 psf, the target metrics consisted of ex-
perimentally determined rms values of control surface
position and rate. The filled circles represent the values
of  required to bring about agreement with rms anti-
symmetric control rate data. The open circles represent
the values of  required to bring about agreement
with rms antisymmetric control position data; ideally,
these would be the same. Similarly, the filled and open
squares represent symmetric intensities  required to
bring about agreement with symmetric control rate and
position rms data. Above the dynamic pressure of
275 psf where no experimental data from the 1989 test
were taken, the target rms values of control surface posi-
tion and rate metrics were established by extrapolation of
a smooth curved line through the 1989 rms data.

Note, that for each symmetry, one intensity function
is required to bring about agreement between the pre-
dicted and the measured rms control positions, and
another intensity function is required for agreement
between the predicted and the measured rms commanded
control rates. Because only one intensity function exists
per symmetry, either the rms rate results or the rms posi-
tion results—not both—can be matched. The solid lines
(one per symmetry) in figure 10 represent the turbulence
intensities selected for use after the 1989 test and are
given by the following functions:

(17)

where dynamic pressure  is in psf and turbulence inten-
sitiesσg are in in/sec. A simulation model was required
that could be used up to 350 psf. The turbulence intensi-
ties shown in equation (17) were intended to satisfy the
twin requirements of simplicity (a linear function of
dynamic pressure) and to bound in a conservative man-
ner the set of required intensity levels indicated in
figure 10. Again, these intensity estimates depend both
on the configuration and on the gust-mode shapes used to
characterize the turbulence.
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Figure 11 shows predicted versus observed control
surface rms activity (1991 test) for the traditional pole-
zero loci control law used to estimate the turbulence
intensities by the procedure indicated in figure 10.
Because this control law did not materially change
between 1989 and 1991, the predicted and observed
results are expected to be similar, and they are.

Figure 12 shows the predicted rms commanded con-
trol rates before the 1991 test versus those observed for
an alternate flutter suppression control law described by
Christhilf and Adams (1992). This optimization-based
control law was changed substantially between the 1989
and 1991 tests. Because the optimization-based control
law was not used in the estimation of turbulence intensi-
ties, it is a fair test of the turbulence intensity estimates.
For the case shown, attempts to be conservative were
generally successful. Above a dynamic pressure of
200 psf, the symmetric control rate activity was over-
predicted. (See fig. 12.)

Actuators

Individual frequency responses for the eight actua-
tors were measured with the wing elastic motion re-
strained with sandbags placed on the wings. Third-order
transfer functions, with parameters optimized by the
least-squares method, produced good fits to the measured
frequency response data in the 3- to 30-Hz frequency
range of interest. (See fig. 13.) In general, right and left
members of a pair of actuated control surfaces (e.g., right
TEO and left TEO) required different parameters to
achieve a good fit and were, therefore, modeled individu-
ally. The third-order transfer function models allowed
position, velocity, and acceleration of individual control
surfaces to be predicted. The outputs of the right and left
actuator models were resolved into symmetric and anti-
symmetric components that became inputs to the
aeroelastic equations.

All the actuator position and command transfer func-
tions had the following form:

(18)

whereδ(s) is the control surface deflection,δc(s) is the
command,kδ is the steady-state gain,−aδ is the first-
order pole location,ζδ is the damping of the complex
pair, andωδ is the natural frequency of the complex pair.
The first-order pole reflects the dynamics of hydraulic
fluid flow through a small orifice, of which the size is
regulated by an error signal consisting of the difference
between the commanded and the measured actuator posi-
tions. The second-order complex pair results from the

δ s( )
δc s( )
--------------

kδaδωδ
2

s aδ+( ) s
2

2ζδωδs ωδ
2

+ +( )
-----------------------------------------------------------------------=

compressibility of the hydraulic fluid, the inertia of the
control surface, the compliance of the structure, and the
magnitude of the position error feedback gain. Rate lim-
its, as a function of load, were specified by the manufac-
turer. In a first-order approximation, the rate limit is
proportional to the maximum flow rate of a hydraulic
fluid through a small orifice for a given difference
between supply and chamber pressures. The mechaniza-
tion of the rate limits is indicated in figure 14. An initial
linear rate  was first calculated as follows:

(19)

Positive and negative rate limits based on no-load rate
limits modified by the hinge moment were formed as

(20)

(21)

where the hinge moment  is positive for external
load resisting positive actuator motion and
represents the magnitude of actuator maximum load.
Note that an assisting load will produce a rate limit that is
larger than the no-load rate limit . An assisting load
occurs when a leading-edge surface is driven away from
the zero deflection condition and when a trailing-edge
surface is driven toward a zero deflection. The positive
and negative limits were imposed on the linear rate
as follows:

(22)

The state derivative  was integrated in time to produce
the state , which was then used as a command to the
second-order term of the actuator transfer function

(23)

After the control surface positions, velocities, and accel-
erations were obtained, they were resolved into symmet-
ric and antisymmetric components that became inputs of
the aeroelastic equations. Figure 14 presents a signal
flow diagram of the actuator dynamics described by
equations (19)–(23).
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In the simulation as mechanized for the AFW tests,
the rate limits resulting from applied hinge moments
were applied in the first-order pole part of the transfer
function, the part associated with flow through a small
orifice. Subsequent investigations have indicated that a
better choice may have been to apply the limits to the
final outputs of the actuator transfer functions.

Structural Model

Two finite-element structural representations of the
AFW wind tunnel model were available. These structural
models had≈3400 degrees of freedom and represented
the symmetric and the antisymmetric wind tunnel model
fixed in roll with the wingtip store coupled. From these
two finite-element structural models, six sets of reduced-
order structural influence coefficient matrices were gen-
erated by defining a set of load points on the model, gen-
erally in thez direction (i.e., perpendicular to the wing
plane). The six structural influence coefficient matrices
are associated with the wind tunnel model in the different
boundary and symmetry conditions shown in table II;
each column entry indicates a unique structural influence
coefficient matrix.

The symmetric influence coefficient matrices remain
unchanged when the wind tunnel model sting condition
changes from a fixed to a free-to-roll condition. A col-
umn of the structural influence coefficient matrix was
generated by imposing a unit force at one load point and
recording the resulting deflections induced at all the load
points. These structural influence coefficient (SIC)
matrices were combined with an appropriately dimen-
sioned lumped-mass matrix in an eigenvalue analysis to
generate natural frequencies and mode shapes. The
resulting eigenvectors (mode shapes) were scaled to pro-
duce a generalized mass matrix of the form

whereg = 32.159 ft/sec2.

Ground vibration tests (GVT) were performed on
both models before the wind tunnel tests. Mode shapes
and natural frequencies corresponding to several of the
lowest frequency modes were obtained and compared
with the analytical predictions. The measured natural fre-
quencies of these configurations were scaled to account
for the differences between laboratory bench and wind
tunnel mountings. For an earlier configuration of the
AFW wind tunnel model, similar but without the wingtip
ballast, ground vibration test data were available for both
the laboratory bench and wind tunnel mountings. For this

M
1

12g
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1 0 … 0

0

0

0 … 1

= ...

......

earlier configuration, ratios of measured frequencies
(wind tunnel versus calibration laboratory) could be cal-
culated for each mode. These ratios were applied to the
GVT-measured frequencies of the AFW wind tunnel
models that are discussed herein.

Despite the fact that the wind tunnel model was
structurally unchanged between the 1989 and 1991 tests,
several differences were evident in the modeling strat-
egy, which was intended to improve dynamic predictions
at and above the onset of flutter. For the 1989 models,
146 load points were used in the calculation of the sym-
metric SIC matrices, and 160 load points were used in
the calculation of the antisymmetric SIC matrices. To
build up the generalized aerodynamic coefficients that
describe the aerodynamic interactions between elastic
modes, slopes and displacements at the collocation
points of the aerodynamic boxes had to be derived by
interpolation from neighboring points where elastic
deformation is defined. To provide more points for inter-
polation and to improve the aerodynamic model for the
1991 simulation, the symmetric load points were in-
creased to 204 and the antisymmetric load points to 218.

Another difference between the 1989 and 1991
structural models involved the selection and frequencies
of the elastic modes used to build up the aeroservoelastic
model. For the 1989 test, only those elastic modes which
(with one exception) could be clearly identified in 1989
GVT’s conducted in the TDT calibration laboratory were
used to formulate the simulation models. Analytically
derived mode shapes were used in conjunction with the
GVT-measured frequencies. An attempt was made to
characterize mode shapes empirically so the measured
frequencies could be correlated with the predicted fre-
quencies. Table III shows that in the 1989 simulation
model eight symmetric elastic modes and seven anti-
symmetric, fixed-in-roll, elastic modes (rows labeled
“1989 Used”) were used in the mathematical model. The
analytically predicted symmetric modes E5 and E10
were not retained in the 1989 simulation model. Simi-
larly, analytically predicted antisymmetric fixed-in-roll
modes E4, E8, and E10 were not included in the 1989
simulation model. Despite the fact that the antisymmetric
fixed-in-roll mode E9 was not clearly identified by its
mode shape in the GVT, the antisymmetric E9 mode was
used in the simulation model (the one exception) as it
contributed to the flutter solution. As with the other
modes, the analytically predicted mode shape was used.
The frequency used for antisymmetric E9 was obtained
by scaling the predicted E9 frequency according to the
ratio between the predicted and measured values of fre-
quency for antisymmetric fixed-in-roll mode E7. The
free-to-roll case was not included in the 1989 simulation,
as free-to-roll flutter suppression was not part of the wind
tunnel test plan.
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After the 1989 test, an attempt was made to improve
the flutter prediction capability of the equations of
motion. The finite-element structural models were ad-
justed so that analytically generated frequencies agreed
more closely with the GVT frequencies. Thein vacuo
frequencies for the modal structural degrees of freedom
were also changed. Generally, the frequencies for the
symmetric modes were derived from a combination of
1989 and 1986 GVT results. For the 1986 wind tunnel
test, GVT tests were conducted on the model mounted in
both the TDT and the TDT calibration laboratory. For
these data a set of ratios was derived by division of the
frequency measured in the wind tunnel by the frequency
measured in the calibration laboratory. The difference in
the frequencies results from the calibration laboratory
mounting apparatus, by necessity, being more rigid than
the wind tunnel sting. For the 1991 simulation model,
these ratios were applied to the 1989 GVT frequencies
for symmetric modes E1–E4 and E6–E9. (See table III.)
For the 1991 symmetric mathematical model, analyti-
cally predicted finite-element model frequencies were
used for symmetric modes E5 and E10. For the 1991
fixed-in-roll antisymmetric mathematical model, analyti-
cally predicted finite-element model frequencies were
used for antisymmetric modes E7 and E8. The frequen-
cies for the remaining antisymmetric modes were
derived, in the manner just previously described, from
1989 GVT results and 1986 GVT ratios. The 1991 free-
to-roll model used analytically predicted finite-element-
model frequencies, as GVT results could not be obtained
for the free-to-roll boundary condition.

The first 10 symmetric modes and the first 9 anti-
symmetric modes were used to form the 1991 aero-
servoelastic models. For the case of the antisymmetric
free-to-roll condition, mode 1 was the rigid roll mode,
and modes 2–10 were elastic modes E1–E9. For the
fixed-in-roll case, simulation implementation was made
easier and more consistent by retention of the same mode
order as that of the free-to-roll case. Thus, the rigid roll
mode remained mode 1 in the fixed-in-roll case but was
kept frozen.

Aerodynamic Model

The unsteady aerodynamics induced by the elastic
motion of the AFW were computed with the doublet-
lattice lifting surface method (Giesing, Kalman, and
Rodden (1971)) as implemented in the interaction of
structures, aerodynamics, and controls system (ISAC)
(Peele and Adams (1979), Adams and Hoadley (1993))
of computer codes. Doublet-lattice theory is a linear, fre-
quency domain theory limited to subsonic flows. The
wind tunnel model was represented aerodynamically as a
half model with a plane of symmetry at the fuselage
centerline. In doublet-lattice theory, lifting surfaces are

modeled as zero-thickness plates with aerodynamic
boxes as shown in figure 15. The aerodynamic paneling
was defined so that box boundaries coincided with con-
trol surface edges.

To improve the prediction of the aerodynamic loads
induced by control surface deflections, the analytical
control derivatives were corrected from wind tunnel
measurements of lift and rolling moment. The control
derivatives were assumed to consist of a rigid component
and an elastic increment; the elastic increment is a func-
tion of dynamic pressure . The resulting decomposition
is shown in the following equation and in figure 16(a)
with the use of the rolling-moment coefficientCl as an
example. Thus,

(24)

Both analytical predictions and experimental data
(fig. 16(b)) were decomposed into these two terms. The
rigid values of the analytical model were then scaled to
match the rigid values of the experimental data. The scal-
ing was accomplished as indicated in

(25)

where

and

Because of limited experimental data, the scaling factor
for the elastic increment was assumed to be constant with
dynamic pressure. The elastic increments of the analyti-
cal model were scaled with correction factors based on
the average ratio of analytical to experimental data for a
dynamic pressure range of 250 psf.

Before the 1989 test, an extensive trade-off study
was performed to model the wingtip ballast stores either
as flat lifting surfaces or as slender bodies. The flat-plate
representation of the wingtip ballast store was selected,
primarily because more time was required to perform the
repeated slender-body analyses. The flat-plate aero-
dynamic model was equal in width, but shorter in length,
than the actual wingtip ballast stores. The box layout and
overall dimensions were chosen so that results for the

q

Clδ
Clδrigid

Clδelastic

q( )+=

Clδ
krigid Clδrigid 

 
analytical

kelastic Clδelastic

q( )
analytical

+=

krigid

Clδrigid 
 

experimental

Clδrigid 
 

analytical

-----------------------------------------------=

kelastic

Clδelastic 
 

experimental

Clδelastic 
 

analytical

-------------------------------------------------

average

=



12

flat-plate and slender-body models matched at Mach 0.9
for heavy gas. A flat-plate model was then used for the
remainder of the program.

Aeroelastic Equations

The aeroelastic equations in a frequency domain for-
mat of Tiffany and Adams (1988) follow:

(26)

where , ω is the frequency in rad/sec,
 is the dynamic pressure,ρ is density,V is the

airspeed,M is the mass matrix,G is the damping matrix,
K  is the stiffness matrix,Q(ω) is a matrix of generalized
aerodynamic forces, andξg is an external input repre-
senting the gust-mode participation coefficient.

The format in equation (26) proceeds from the
second-order matrix structural equations wherein the
in vacuo elastic modes are basis functions or generalized
coordinates. The elastic modes in the vector  are
orthogonal so the elastic mode mass and stiffness matri-
cesM ff andK ff are diagonal. Modal damping of 0.03 is
assumed for each mode and is represented in the diagonal
matrix Gff. The in vacuo elastic modes were augmented
with control modesδ that represent control surface
deflections. Thein vacuo elastic and control modes are
used as basis functions to describe structural and control
surface displacements, velocities, and accelerations by
superposition.

The control modes in equation (26) represent ideal-
ized control surfaces that are free to rotate; hence, the
control modes have zero stiffness or, equivalently,
Kcc = 0. The effect of actuator stiffness is assumed to be
captured by the actuator transfer functions. When
equation (26) is adjoined to equation (18), individual
control surfaces have the effect of stiffness but are not
coupled with each other or with the elastic modes by a
stiffness matrix. The result is that acceleration cannot be
induced in control surfacej by in vacuo displacement in
control surfacei. Coupling between the elastic and the
control modes occurs only by inertial couplingM fc and
induced aerodynamic loadsQfc andQcf.

Control mode position, rate, and accelerations are
provided as inputs to equation (26) by the actuator trans-
fer function models described in the section “Actuators.”
If the control mode motion is treated as prescribed, theδ
components in equation (26) can be solved for the vector

of hinge moments , which are then used in the actu-
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ator rate limit calculations. To complete equation (26),
the second-order matrix structural equations in the gener-

alized coordinate vector  are augmented with gen-

eralized aerodynamic force coefficient matricesQ(ω).
Equation (26) applies either to symmetric or antisymmet-
ric motion. Low-frequency subsets of the elastic modes
of free vibration from a large-order structural model are
typically used in an aeroelastic formulation. For the

AFW simulations, 7–10 flexible modes  per symmetry
were retained. (See table III.)

The matricesQ(ω) that augment thein vacuo
second-order matrix structural equations result when
steady harmonic motion is assumed in the solution of the
linear form of the governing equation for unsteady, com-
pressible flow. For subsonic flow, these solutions can be
computed using doublet-lattice theory and are tabulated
at specific frequencies; the generalized solution would be
a continuous function of frequency. To formulate the
aeroelastic equations in the time domain, the generalized
aerodynamic forces should be obtained as functions of
the Laplace variables. The matrix functionQ(ω) can be
approximated by matrix expressions that are rational ins.
Several methods and theories can be used to construct
rational function approximations (RFA’s) to the func-
tions Q(ω), most of which are discussed by Tiffany and
Adams (1988). The least-squares form of approximation
(Tiffany and Adams (1988)) is given by

(27)

where ,  is a reference length (the wing
mean aerodynamic chord),V is the airspeed,βm is a non-
dimensional reduced frequency, andA i are matrix con-
stants that must be solved for in the approximation. The
order of the least-squares fit is indicated bynlag and is
typically, 3, or 4. The circumflex (or hat) above the
matrix symbol  indicates that it is an estimate of
Q(ω) whenjω is replaced bys.

An alternate approach to the least-squares formula-
tion of the generalized aerodynamic forces is the mini-
mum state formulation, which was described and refined
by Tiffany and Adams (1988) and originated by Karpel
(1981). The minimum state formulation follows:d

(28)

whereR is annlag × nlag diagonal matrix and  and
are fully populated matrices of appropriate dimensions.
For the minimum state approximation, the total number
of aerodynamic states added is equal tonlag, which is the
dimension ofR. A detailed comparison of the minimum
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state method with the least-squares and other RFA
methods was performed by Tiffany and Adams (1988).
Briefly, the advantage of the minimum state method is
that the number of aerodynamic lag states required can
easily be a 10th of that required by the least-squares
method for similar accuracy. The disadvantage is that the
solution for  and  requires a nonlinear optimization.

Initially, the minimum state method was chosen to
form the 1989 aeroelastic models. As described in the
section entitled “Aerodynamic Model,” rigid and elastic
effectiveness factors were derived empirically from the
data of the 1986 and 1987 TDT tests for incorporation
into the aeroelastic model. The fully populated nature of
the  and  matrices made this inclusion impossible in
some cases. The minimum state method could have been
reformulated so that  and  were appropriately block
diagonal, but this approach would have raised the num-
ber of states required and added another bookkeeping
burden. The minimum state approach was then aban-
doned. A least-squares 1-lag formulation was ultimately
used in the 1989 simulation model, and a least-squares
4-lag form was used for the 1991 simulation model.

Equation (26) (withjω replaced bys) can be com-
bined with equation (27) to produce the time domain
aeroelastic equations used in the simulations and shown
below in equations (29a) and (29b). The second-order
in vacuo equations (top row of eq. (26)) are thereby aug-
mented with unsteady aerodynamic lag states  aris-
ing from the denominator term summed in equation (27).

(29a)

(29b)

where

Control surface positions, rates, and accelerations, as
well as turbulence, are treated as external inputs. The

vectors  and  are bothnf × 1, wherenf is the num-
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D̃ Ẽ
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ber of retained elastic modes. Equation (29a) is used to

solve for the vector of elastic mode accelerations ,

which can be integrated to find the rates  and displace-

ments . The derivative calculations indicated in
equations (29a) and (29b) are performed for each sym-
metry in the simulations. The symmetric and antisym-
metric components of the final accelerometer outputs
were resolved into right and left components before
output.

Equations (30a) and (30b) that follow are used to
calculate actuator hinge moments. A positive hinge
moment in this case resists positive actuator motion. The
hinge moments are used in the calculation of rate limits
for the actuators. Thus,

(30a)

(30b)

Analog Filters

For all the simulations, the dynamics of the analog
antialiasing filters on the 40 primary outputs were simu-
lated. Both single-pole filters with a break frequency of
25 Hz and fourth-order Butterworth filters with break
frequencies of 100 Hz had been assembled and were
available for use in the wind tunnel. Only the single-pole
filters were used in both the 1989 and 1991 wind tunnel
tests. The single-pole filters set at a quarter of the
Nyquist frequency effectively blocked power above
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100 Hz from reflecting back into the digital system in the
flutter frequency range. The single-pole filters also pro-
vided roll-off above the 30-Hz bandwidth of the actua-
tors. (See fig. 13.)

The single-pole antialiasing filters were imple-
mented with the following equation:

(31)

whereωaa is the break frequency (rad/sec). Analog notch
filters were unique to each control law implementation;
for the hot-bench tests, notch filter dynamics were in-
cluded in controller dynamics and are not described
herein. Controller implementation is described by
Hoadley and McGraw (1992) and, to a lesser extent, by
Adams et al. (1992).

Tabulation of Mathematical Model Equations

The equations that define the mathematical model
to be discretized and implemented are summarized in
table IV. Figure 8 indicates the general flow of informa-
tion between the subsystem models. The section entitled
“Simulation Structure and Implementation” discusses the
implementation of the equations in table IV.

Flutter Predictions and Frequency Response

The predicted flutter characteristics with doublet-
lattice aerodynamics for a Mach number of 0.5 in the
1989 and 1991 mathematical models are shown in
table V along with measured characteristics. Again, the
Mach number range for the 1989 and 1991 tests in the
TDT was essentially low subsonic and is well approxi-
mated, at least in terms of compressibility effects, by cal-
culations for a Mach number of 0.5. For these pre-
dictions, generalized aerodynamic force coefficients
were in a frequency domain format, and the approxima-
tions indicated in equation (27) were not required. When
these approximations were used for a time domain repre-
sentation, the results were, generally, within 1 percent of
the flutter dynamic pressures and frequencies shown in
table V. As seen from the maximum static pressure
(2200 psf) contour line in figure 3, the test range for the
AFW model in the TDT was generally between Mach
numbers of 0.1 and 0.5.

Figure 17 shows a comparison of the predicted
(1991 simulation) and measured frequency response of
the symmetric component of the wingtip accelerometer
signal to the commanded TEO control surface. The
wingtip accelerometer and TEO control surface combi-
nation was the principal sensor and actuator pair in all
three of the flutter suppression control laws that used

y s( )
u s( )
------------ 1

s
ωaa
-------- 1+
------------------=

accelerometer feedback. (See Christhilf and Adams
(1992), Mukhopadhyay (1992), and Waszak and
Srinathkumar (1992).) The comparison is made at a
dynamic pressure of 225 psf and at a Mach number of
approximately 0.4 (fig. 3), which is below both the ana-
lytically predicted and experimentally determined sym-
metric flutter dynamic pressures. These results are for the
free-to-roll condition for which the antisymmetric flutter
boundary was beyond the range of the TDT. Figure 17
indicates those coupled aeroservoelastic modes at
225 psf that are dominated by and identified with the
in vacuo vibration modes characterized as wing first
bending and wing first torsion. As dynamic pressure is
increased to near flutter, substantial aerodynamic cou-
pling occurs. Recall that when dynamic pressure is made
nonzero in an analysis, the mode labeled “Wing first tor-
sion” has contributions from all thein vacuo elastic
modes that form the generalized coordinates of the aero-
servoelastic system.

The measured and predicted symmetric flutter fre-
quencies from table V are also indicated in figure 17.
The frequency shift between the predicted and measured
wing first-bending peak responses is about 0.7 Hz and is
seen clearly in the Bode plots of figure 17. The differ-
ence in predicted and measured frequencies of the wing
first-torsion modes is similar to the difference in wing
first-bending peaks but is obscured by the insensitivity of
the wingtip accelerometer to the wing first-torsion mode.
The wingtip accelerometer is near the node line of the
wing first torsion in vacuo elastic mode. Eigenvalue
analysis of the analytical model at a dynamic pressure
near zero was used to determine the frequency of the
wing first-torsion mode shown in figure 17, and the
actual frequency of the wing first-torsion mode in the
wind tunnel test was assumed to be similarly situated
along the measured Bode plot.

Note that the frequency of experimentally deter-
mined flutter (which occurred at about 235 psf) is
approximately halfway between the aerodynamically
coupled modes identified as wing first bending and wing
first torsion at a dynamic pressure of 225 psf. The classi-
cal bending and torsion flutter occurs when the bending
mode stiffens and the torsion mode softens as dynamic
pressure is increased, which allows the modes to coa-
lesce. The frequency of the flutter observed in the wind
tunnel is consistent with the stiffening and softening pro-
cess that is approximately equal for both modes. The pre-
dicted flutter frequency (11.2 Hz at 248 psf) shows that
almost no further softening of the wing first-torsion
mode occurs in the analytical model as dynamic pressure
increases from 225 psf to the analytical flutter frequency.
As a result, predicted mode coalescence occurs at a
higher frequency and dynamic pressure than if the pre-
dicted first-torsion mode softened in a manner more



15

consistent with the measured result. Because the analyti-
cal in vacuo frequencies generally agreed with ground
vibration test results, the discrepancies indicated in
table V and figure 17 must arise in the prediction of the
generalized aerodynamic forces and/or the mode shapes.
The symmetric first-torsion mode, even after structural
model refinement, proved the most difficult to identify
and verify during ground vibration tests. Although the
predicted first-torsion mode shape and/or the generalized
aerodynamic forces associated with the first-torsion
mode is likely to have been the source of the errors, a
definitive answer has not been found.

Mathematical Model Summary

Essentially linear methods were applied that repre-
sent the state of the art for processes used routinely in
development. The requirement for generating numerous
design models for various boundary conditions (symmet-
ric, antisymmetric free to roll, or antisymmetric fixed in
roll combined with wingtip store coupled or wingtip
store uncoupled) precluded extensive use of nonlinear
computational fluid dynamics (CFD) codes. The meth-
ods generally predicted the dynamic pressure at which
flutter would occur within 6 percent. (See table V.) A
conservative prediction, rather than nonconservative,
would have been more satisfactory. An argument for
reducing the certification flutter margins cannot be made
here. The percentage of error of the predicted flutter fre-
quency (16 percent) is greater than the percentage of
error of predicted dynamic pressure. The prediction of
transfer function representations between specific input-
output pairs is even more difficult. Before active flutter
suppression can become an accepted design practice, the
flutter phenomenon must have an improved model of
input and output in the critical frequency range. Con-
versely, the control designer is challenged to ensure that
control systems are robust to known or probable errors in
plant characterization.

The prediction of flutter in the transonic regime,
where it is normally critical (fig. 1), is more difficult than
in the midsubsonic regime where the AFW flutter sup-
pression work was done. Some work on applying a code
based on the transonic small disturbance theory is
reported by Silva and Bennett (1992).

A complete set of continuous time differential equa-
tions, suitable for both batch and real-time implementa-
tion, was presented. Theoretical justifications for the
implementation equations used in the Dryden turbulence
formulation were presented. The inclusion of fully non-
linear rigid-body degrees of freedom (with the exception
of the roll degree of freedom, which was treated as an
elastic mode) was not required for this application but is
addressed in other references, notably Cutchins et al.

(1983), Buttrill et al. (1987), Morino and Baillieul
(1987), and Waszak and Schmidt (1988).

Simulation Structure and Implementation

The implementation method, wherein the hot-bench
simulation is updated by data extracted from the batch
simulation, is depicted schematically in figure 8. The
mathematical model can be viewed (fig. 8) as three com-
ponent models connected serially (except for the hinge
moments). The first component model (labeled “Rate-
limited actuator dynamics”) consists of the first-order
poles associated with eight empirically derived actuator
transfer functions. The second component model
(labeled “Aeroservoelastic dynamics”) consists of the
aeroelastic equations together with the remaining
second-order terms of the actuator transfer functions. If
dynamic pressure is held constant, the aeroservoelastic
dynamic model is linear time invariant. The third compo-
nent model consists of 40 linear first-order antialiasing
filter equations applied to the simulated sensor outputs of
the aeroservoelastic dynamic model.

The aeroservoelastic dynamics block in figure 8 con-
sists of state equations (29) and (30) together with alge-
braic output equations to predict the required accel-
erometer, strain gage, and pressure transducer outputs
from the states. Together with the 16 states associated
with the second-order terms of 8 actuator transfer func-
tions andn states from the aeroelastic model, a coupled
linear system ofn + 16 states, 10 inputs (8 actuator and
2 noise), and 40 outputs can be extracted from the linear
portion of the batch simulation. As indicated in table , for
the 1989 simulation model,n = 57 (73− 16); for the
1991 mathematical model,n = 156 (172− 16).

For the hot-bench implementation, we were com-
pelled to keep the timescale as close to real time as possi-
ble. During the hot-bench tests before the 1991 math-
ematical model was developed, productivity dictated that
a timescale of 1:5 (full Cyber) was the maximum reduc-
tion allowable for effective hot-bench tests; below this
ratio, too few data acquisition runs could be performed in
a 2- to 3-hr hot-bench test session. If the hot-bench simu-
lation is restricted to a fixed wind tunnel operating point
for a given run (i.e., density, Mach number, and airspeed
are held fixed), then, after rate limiting is performed on
the actuator transfer functions, the remaining dynamics
in the simulation are linear. Utilization of a state transi-
tion method of discretization on these dynamics permit-
ted the hot-bench integration step to be 0.0025 sec,
which is consistent with the hot-bench update rate. If all
the state derivatives defined in the model equations
(table IV) were simply integrated numerically, the
required integration step size would have been
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0.0005 sec to ensure numerical stability of the highest
frequency dynamics. (See Buttrill and Houck (1990).)

The nonlinear part involves only eight states, one
from each actuator. Each state is integrated numerically
with an integration step of 0.000625 sec. Four integra-
tion steps are made to predict the value of the input to
the coupled linear system at time (k + 1)h where
h = 0.0025 sec. Because input to the coupled linear
system at time (k + 1)h is now available, a trapezoidal
state transition scheme can be used. Letuk denote the
quantityu(kh). Given the linear dynamic system

(32)

if the ramp input signal

(33)

is defined in the interval  then the fol-
lowing exact solution forx at timet = (k + 1)h exists:

(34)

where

(35)

(36)

(37)

A derivation of equations (34)–(37) is given in
appendix C.

Instead of a ramp signal, ifu(t) is assumed to be con-
stant in the interval  as would be the
case in a sample and zero-order hold, a more familiar
state transition formula is given by

(38)

where

(39)

As an additional check, observe that for the following
simple scalar transfer function,

(40)
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we have

(41)

and when implemented with a zero-order sample and
hold, equations (34) and (38) simplify to

(42)

so that , as expected.

Clearly, the direct evaluation of  and  by
the use of equations (36) and (37) will not work ifA is
singular, as would occur ifA included rigid-body modes
with zero eigenvalues. However, with application of the
Taylor series expansion

and recognition that

the equations for  and  are developed into a
form that can be calculated ifA has zero eigenvalues.
Thus,

(43)

(44)

The matrices  and  can be calculated by
summation of the aforementioned Taylor series until the
next term is under some required tolerance. When
applied to the 1989 model, procedures to sum the series
defined by equations (42) and (43) converged without
difficulty.

The antialiasing filters are applied individually to
each output signal, which results in a diagonal system.
Therefore, these filters are not lumped with the coupled
linear system to avoid full matrix operations. The anti-
aliasing filter dynamics are digitized in a sequential man-
ner that uses a scalar form of the trapezoidal state
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transition method described earlier. For single-pole anti-
aliasing filters given by

(45)

the state transition equations are

(46)

where

(47)

(48)

Note that the term (−A−1B) in equations (36) and (37)
becomes unity in equations (47) and (48).

Model Reduction Method

Rationale for Model Reduction

In preparation for the 1991 test, the mathematical
model of 1989 was updated to improve the ability to
predict flutter frequency and the dynamic pressure. (See
Buttrill and Houck (1990).) As discussed in the section
entitled “Simulation Structure and Implementation,”
the aeroservoelastic part of the mathematical model grew
from 73 states in the 1989 mathematical model to
172 states in the 1991 mathematical model. (See table .)

The 1989 mathematical model was implemented
with the state transition method and no model reduction
was required on the model extracted (fig. 8) for hot-
bench simulation (i.e., the simulation calculations could
be completed in a real-time clock frame of 0.0125 sec,
which results in a timescale of 1:5). Maintenance of a
timescale of 1:5, while the 1991 mathematical model was
implemented, required that model reduction techniques
be applied to the extracted model. After the model was
reduced, the state transition model was calculated on the
basis of an integration step of 0.0025 sec.

Description

The model reduction method described herein is
based on transformation of a stable subspace of the full-
order dynamic model to internally balanced coordinates.
The following method builds on work described by Enns
(1985). The major difference between the method pre-
sented herein and derivations of Enns is the calculation
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of the transformation matrixT discussed in Step 6 of this
section. For more complete treatments of the properties
of the singular-value decomposition, controllability, ob-
servability Gramians, and Hankel singular values, refer
to Glover (1984), Enns (1985), and Bacon (1991). The
following discussion outlines the steps required to imple-
ment the method with comments on the method advan-
tages and disadvantages.

Consider the linear, time-invariant, possibly unstable
systems defined by

(49)

and referred to throughout this section by the partitioned
real system matrix

Step 1: Scale the system inputs and outputs to units
of similar significance. (This step is discussed in more
detail in the section entitled “Application.”)

Step 2: Transform the system of matrices in equa-
tion (49) into coordinates that decouple the stable and
unstable parts of the model as follows:

(50)

where the eigenvalues ofAs are strictly stable. The
remainder of this procedure (step 6 in particular) relies
on the assumption that (As, Bs) is a completely controlla-
ble pair. The key issue is that the part of the model to be
reduced must be controllable. If (As, Bs) had uncontrolla-
ble states, they could be moved to that part of the model
containing the unstable states.

Step 3: Calculate the controllability GramianX and
the observability GramianY of the stable subsystem by
solution of the associated Lyapunov equations

(51)

Step 4: Perform a singular-value decomposition on
the controllability Gramian

(52)
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whereΣx is a diagonal matrix of positive real numbers
and  and  are real, square, orthonormal

 matrices. BecauseX is both
symmetric and positive-definite (by the controllability
assumption),  and decomposition equat-
ion (52) can be written as

(53)

Because  is diagonal,  refers to a diagonal matrix
with diagonal elements that are the square roots of the
diagonal elements of .

Step 5: Perform a singular-value decomposition on
the real symmetric, positive-semidefinite product

 to give

(54)

where  is a diagonal matrix of nonnegative real num-
bers ordered in decreasing magnitude.

Step 6: A transformation matrix is then formed as
follows:

(55)

If ns is the order of the square matrixAs andnsr is the
order of the desired reduced-order model, then the fol-
lowing partitioning of T and its inverseT−1 can be
defined as

(56)

whereT1 is ns × nsr andU1 is ns × nsr.

Note that the transformationT is equivalent to the
transformation formed by Enns (1985). If equation (54)

is multiplied on the left by  and on the right

by , the following result is obtained:

(57)

Thus, the transformation that is achieved in equation (55)
by singular-value decomposition is the sameT that is
achieved by an eigenvalue decomposition of the product
XY , as shown in equation (57) and as discussed by Enns
(1985).
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Unless  is a completely controllable pair,
the diagonal matrix  will contain one or more zeros
on the diagonal, which will renderT singular. IfT is sin-
gular, T−1 will not exist andT will not be a trans-
formation matrix. Therefore, steps 4–6 require that

 be a completely controllable pair or, equiva-
lently, that X be positive-definite (X > 0), not merely
positive-semidefinite.

Step 7: When the stable subsystem is transformed
according to the matrixT, the new internally balanced
states are ordered in importance to the frequency
response over all input and output pairs. A reduced-order
model of the stable subsystem can now be formed by the
following equation

(58)

Step 8: The matrixAsr will generally be fully popu-
lated. Transformation of the reduced-order stable sub-

system  to a real Jordan form minimizes

computations required to implement the discretized form
of the reduced system. The real Jordan form is diagonal
up to 2× 2 blocks for independent eigenvectors. The
near-diagonal reduced-order stable subsystem can then
be recombined with the unstable subsystem of the origi-
nal dynamic system to form a reduced-order form of the
original, possibly unstable, dynamic system:

(59)

Step 9: Scale the reduced system back to original
units.

Numerical Robustness

Before the procedures (which have been described in
the previous section) were implemented, a commercial
package was invoked to provide the internally balanced
representation of a stable system achieved by the trans-
formation T in step 6. In the commercial package, the
method to achieve an internally balanced representation
was not known, but the command consistently failed
and reported a problem during a Cholesky decomposi-
tion. However, this same commercial package worked
well with smaller systems. The use of singular-value

As Bs,( )
Σx

1 2⁄

As Bs,( )

Asr Bsr

Csr Dsr

U1
T
AsT1 U1

T
Bs

CsT1 D
=

Asr Bsr

Csr Dsr

A r Br

Cr Dr

Au 0 Bu

0 Asr Bsr

Cu Csr D

=
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decompositions, well-known for their numerical stabil-
ity, make the approach outlined in steps 1–9 attractive.

Error Properties

After a reduced-order model is formed, the model is
evaluated to see how well it approximates the full-order
model. First, a frequency response error matrixEsr is
formed with the difference between the full- and
reduced-order system

(60)

Let thens diagonal elements of  defined in equa-
tion (54) be denoted byσh(i) (the Hankel singular val-
ues). (See Glover (1984).) A magnitude bound (Enns
(1985) and Glover (1984)) onEsr is given by

(61)

so that the maximum singular value of the error matrix
for all frequencies is less than or equal to twice the sum
of the Hankel singular values associated with the re-
movedns − nsr states. The maximum singular value of a
matrix can be interpreted as

Thus, the maximum magnitude response ofEsr in any
direction for a harmonic input of unit size is bounded by
εB. In particular, the magnitude of the largest element of
Esr(jω) is bounded byεB. The significance of this well-
known result for internally balanced realizations cannot
be overstated. After steps 1–5 are performed, the quality
of the reduced-order model to be generated for any
selection ofnsr can be determined before performing
steps 6–9. Furthermore, because the stable and unstable
parts have been decoupled in step 2, the result of equa-
tion (61) holds for the error matrix associated with the
complete system. Thus,

Application

In the 1991 mathematical model, the 172-state aero-
servoelastic component model constitutes the bulk of the
required computations in the equations of motion. When
the aeroservoelastic component model is written in
matrix form as in equation (49), theA, B, andC matrices
are highly populated. Even if the system were trans-
formed to coordinates wherein matrixA was diagonal,
full matrix multiplication operations would still be

Esr jω( ) Cs jωI A s–( ) 1–
Bs Csr jωI A sr–( ) 1–

Bsr–=

Σw
1 2⁄

sup σ Esr jω( )[ ] ω,{ } εB≤ 2 σh i( )
i nsr 1+=

ns

∑=

A

σ Esr[ ] sup Esru ||u||, 1={ }=

Er jω( ) C jωI A–( ) 1–
B Cr jωI A r–( ) 1–

Br–=

required for matricesB (172× 10) andC (56× 172).
However, a discretized form of equation (49) for the
third component model, which includes the set of 40
uncoupled equations for the antialiasing filters, takes sig-
nificantly less computational time than the aeroservo-
elastic component model. When written in matrix form,
the A, B, andC matrices are square and diagonal, and
matrix D is zero. Therefore, the aeroservoelastic compo-
nent model was chosen for application of the model
reduction method.

To maintain the timescale of 1:5, the aeroservo-
elastic component model with 172 states, 10 inputs, and
56 outputs had to be reduced to a system with approxi-
mately 80 states that would accurately replicate the full-
order input and output results for all 560 combinations.
As depicted in figure 8, the hot-bench simulation is
derived by extracting linear aeroservoelastic component
models from the batch simulation that are valid for a
particular dynamic pressure. To provide sufficient conti-
nuity for the hot-bench tests, linear aeroservoelastic com-
ponent models were extracted and reduced for nine dif-
ferent dynamic pressures that ranged from 150 to 350 psf
in increments of 25 psf. This process was repeated for
two wind tunnel model test configurations (and by exten-
sion, for the batch simulation): the fixed-to-roll (roll
brake engaged) model and the free-to-roll model.

A requirement of any reduction process is that the
inputs and outputs be scaled to units of similar signifi-
cance. The first 8 inputs (actuator commands) and the
first 40 outputs (sensors) of the simulation correspond to
analog lines on the wind tunnel model. For these inputs
and outputs, a natural selection for units was volts (V).
(See table I.) The two turbulence inputs were scaled so
that an intensity of one standard deviation was weighted
the same as 1 V. The 16 outputs representing elastic
mode deflection were left unchanged.

The analog-to-digital (A/D) converters in the digital
controller yield 12 bits of resolution for inputs with a
range of±10 V. If an error bound ofεB = 20/212 had
been satisfied, then for a harmonic signal into any input,
the difference between the full-order mathematical
model and the reduced mathematical model at any output
would have been less than the resolution of the convert-
ers. For the timescale described earlier, error bounds
tighter than 20/210 produced models too large for the hot-
bench time interval. Because the error bound represents a
worst case error and differences in the last two bits of a
converted signal would be small compared with electri-
cal noise in the wind tunnel and inaccuracies in the
mathematical model, an error bound ofεB = 20/210 was
used. This choice of an error bound was validated by
time history comparisons between the batch and the
resulting hot-bench simulation. When an error bound
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was determined, the order of the trial reduced modelnsr
was varied until the required accuracy was achieved
according to the definition of equation (61). This
approach ensured that the reduced-order aeroservoelastic
component model would retain 10 of the 12 bits of preci-
sion available through the A/D converters. For each
reduced-order model formed at 9 dynamic pressures, no
more than 82 states were required. The 82-state model
was required at the highest dynamic pressure of 350 psf,
where the unstable part of the total dynamic system
described in equation (49) was larger than for the lower
dynamic pressures because of the formation of a second
flutter mode.

Step 2 was implemented by transformation of equa-
tion (49) to real-Jordan form. For the dynamic systems
considered, the eigenvectors were independent and
resulted in real-Jordan forms wherein all nonzero ele-
ments of the transformedA matrix are either real

1 × 1 ([σ]) or real 2× 2  blocks on the diagonal.

The 2× 2 blocks correspond to system eigenvalues that
are complex conjugate pairs withσ the real part andω
the imaginary part. Corresponding rows and columns of
the resulting system matrix can then be permuted if care
is taken to preserve the integrity of the complex conju-
gate pairs until all the blocks that correspond to unstable
eigenvalues (σ ≥ 0) are in the upper left corner of the sys-
tem matrix. The result is a system of the form wherein
the eigenvalues ofAs are strictly stable (i.e.,σ < 0).

Results of Reduction

The state dimension of the aeroservoelastic compo-
nent model of the 1991 full-order mathematical simula-
tion model was reduced from 172 states to 82 states or
less at each of the 9 dynamic pressure operating points
while accuracy was preserved for all combinations of
10 inputs and 56 outputs. Frequency response compari-
sons between the full-order (172-state) linear aero-
servoelastic component model and a reduced-order form
for selected input and output combinations are shown in
figures 18–20. Figure 21 is a time response comparison.
The responses for figures 18–21 are for the free-to-roll-
simulated wind tunnel model at a dynamic pressure of
300 psf. Whereas 82 states were required to meet an error
bound goal ofεB ≤ 20/210 at 350 psf, 79 states were suf-
ficient for 300 psf shown in figures 18–21. This dynamic
pressure is well past the predicted instability and ensures
that the part of the reduction method that preserves the
unstable dynamics is demonstrated.

Figure 18 shows comparisons of full- and reduced-
order models for the transfer function consisting of
the right wingtip accelerometer response to the right

σ ω
ω– σ

trailing-edge actuator command. The response of the
79-state model (εB = 20/210) is indistinguishable from
the full-order model response for the frequency range
shown. Responses for the 57-state (εB = 20/23) and
55-state (εB = 20/22) models are also shown. For the
input-output pair shown in figure 18, the reduction pro-
cess must be applied fairly aggressively before the
reduced-model response departs from the full-order
model. The property of a reduction method based on
internally balanced decomposition to match peak fre-
quency response is clearly demonstrated.

Figure 19 shows the response of the same right
wingtip accelerometer to a symmetric turbulence input.
At first glance, the response shown in figure 18 appears
to be better fitted by the 79-state model than by the
response shown in figure 19 because the peak response
in figure 18 is 20 dB higher than the peak response in
figure 19. The 79-state model response is indistinguish-
able from that of the full-order model to−40 dB in both
figures 18 and 19.

Figure 20 shows the frequency response and
figure 21 shows the time responses of the LLEO control
position after a unit impulse command at the RTEO actu-
ator. The magnitude response of the full-order
(172-state) linear aeroservoelastic component model is
shown by the heavy solid line in figure 20 and should be
interpreted as zero. Actuator interaction for separate con-
trol surfaces is modeled only to the extent that calculated
hinge moments affect applied rate limits. Thus, in the lin-
ear aeroservoelastic component model, no crossfeed
occurs between actuators; activity of one actuator does
not induce activity of another actuator. The plotting soft-
ware used to create figure 20 arbitrarily plots a zero-
frequency response as−100 dB magnitude and 0°  phase.
The true zero response is seen more clearly in the time
response in figure 21. The model reduction process
allows responses that are identically zero in the full-order
172-state model to become nonzero in the reduced
models.

Figure 22 is a plot of the error boundεB of equa-
tion (61) versus number of states retainednsr of equa-
tion (56). The error goes to zero whennsr = 170 states,
which is the size of the stable component of the aero-
servoelastic component model at a dynamic pressure of
300 psf.

Also of interest is the end-to-end time response com-
parison between the complete batch simulation and the
complete hot-bench simulation model after a com-
manded control deflection in volts. The end-to-end com-
parison includes the effects of the antialiasing filter
dynamics and nonlinear actuator dynamics that were not
reduced. Responses of both batch and hot-bench simula-
tions were calculated for a step command of 1 V (2.67°)
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to the RTEO actuator for the free-to-roll condition at a
dynamic pressure of 225 psf. The time response agree-
ment was uniformly excellent for all outputs. The right
and left wingtip accelerometer responses, which are typi-
cal cases, are shown in figure 23. In each case, batch
(full-order mathematical model) and hot-bench simula-
tion responses for the 1991 mathematical model are plot-
ted versus the left vertical axis and cannot be
distinguished. The difference between the batch and hot-
bench result is plotted versus the right vertical axis. The
scale on the right axis is 0.01 of the scale on the left axis.
In each case, the differences are in millivolts and gener-
ally peak where the batch response changes rapidly.

More advanced model reduction techniques use
frequency-weighting filters to discount selected fre-
quency regions of the full-order model. (See Enns (1985)
and Bacon (1991).) In a frequency-weighting approach,
weighting filters would be applied either to all the input
signals or to all the output signals. Whereas lower order
final models can be achieved by bounding the frequency
range of interest, the application of frequency weighting
raises three concerns. Foremost is the absence of a guar-
anteed bound of the form of equation (61). The presence
of this bound for the internally balanced method obviates
the need for extensive checks on all possible input and
output combinations in the reduced models. However,
work on the formulation of such a bound in conjunction
with frequency weighting has been reported by Newman
and Schmidt (1991). A second concern is that the addi-
tion of weighting filters imposes a burden on computa-
tional and numerical robustness by effectively raising the
order of the full-order plant to be reduced. Solution of the
Lyapunov equation (51) for a symmetric controllability
GramianX of dimension 100× 100 is analogous to the
solution of a linear system of equations for 5050 =
(101)(100)/2 unknowns. An increase in the order ofX by
10 raises the order of the associated Lyapunov solution
from 5050 to 6105. The third issue concerns time
responses. Because the internally balanced approach
ensures a good match in peak frequency response for the
entire frequency range, equivalent responses in both the
frequency and time domains between the full- and
reduced-order models are ensured for arbitrary input. If a
reduced-order plant is produced by deemphasizing
selected frequency components, a step input, which has
broadband frequency content, would produce a different
time response from that of the full-order model. Band-
limited inputs are required to produce matching time his-
tories. This property should not be a concern as long as it
is anticipated and understood.

The classical internally balanced approach in combi-
nation with the numerically robust method of calculation
presented herein and the system scaling chosen were well

suited to the problem of reducing an aeroservoelastic
simulation model. The simulation model had to give
results indistinguishable from the batch simulation to
support digital controller validation. The great number of
states, inputs, and outputs would have made the applica-
tion of frequency-weighted methods difficult and, for the
required target model size, unnecessary.

Concluding Remarks

A method has been developed for simulation of aero-
servoelastic systems that is amenable to both batch and
real-time applications. A complete set of equations was
presented as were theoretical justifications for the imple-
mentation equations used in the Dryden turbulence for-
mulation and for the state transition mechanization. The
state transition mechanization was based on a trapezoidal
data reconstruction scheme. The inclusion of fully non-
linear rigid-body degrees of freedom (with the exception
of the roll degree of freedom, which was treated as an
elastic mode) was not required for this application but is
addressed in other references, notably Cutchins et al.
(1983), Buttrill et al. (1987), Morino and Baillieul
(1987), and Waszak and Schmidt (1988).

Methods were described for constructing the active
flexible wing aeroservoelastic models from finite-
element structural models, linear unsteady aerodynamic
theory, and actuator transfer function characterization.
Consistent with current industrial practice, linear meth-
ods were used to develop the unsteady aerodynamic
mathematical models. The requirement that a great num-
ber of design mathematical models be developed for var-
ious boundary conditions precluded extensive use of
nonlinear computational fluid dynamic codes.

The dynamic pressure at which flutter would occur
was generally predicted to within 6 percent by these
methods. However, all predicted dynamic pressures were
higher than the measured values which made the result-
ing errors nonconservative from the perspective of locat-
ing the flutter stability boundary in the flight envelope.
Conservative errors would have been preferred. In addi-
tion, the error in the predicted flutter frequency is higher
than the dynamic pressure error—13 percent for anti-
symmetric flutter and 16 percent for symmetric flutter.
The prediction of transfer function representations
between specific input-output pairs relies on accurate
characterization of elastic mode shapes and is more diffi-
cult than predictions of such global flutter parameters as
dynamic pressure and frequency. Before active flutter
suppression can become an accepted design practice, the
ability, from an input-output perspective, to model flutter
needs improvement in the critical frequency range. Con-
versely, the control designer is challenged to ensure that
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control laws are robust to known or probable errors in
plant characterization.

Modern model reduction techniques substantially
reduced the computing time required to simulate the
aeroservoelastic system. The model reduction method
was based on transformation of a stable subsystem to
internally balanced coordinates, an approach that was
particularly effective at removing the aerodynamic lag
states that are often part of linear aeroservoelastic
systems.

Because the internally balanced approach produces a
good match for the entire frequency range, equivalent
responses in both frequency and time domains are
ensured for the full- and reduced-order models. The
equivalent time and frequency responses significantly

simplified the hot-bench validation process. Because
simulation practitioners are most often concerned with
time responses, agreement in the time domain is essential
for widespread simulation application.

Finally, the error bound properties of the internally
balanced decomposition greatly enhance its usefulness in
model reduction. A particular advantage is that extensive
checks of all possible input and output combinations in
the reduced models are not required. However, numerical
conditioning can become an issue when internally bal-
anced decompositions of large aeroservoelastic systems
are performed, and caution is recommended.

NASA Langley Research Center
Hampton, VA 23681-0001
August 18, 1995



23

Appendix A

Derivation of Turbulence-Modeling Identities

The identity of

(A1)

is demonstrated for bothΦu and Φw. The longitudinal
power spectral density (psd) is given by

(A2)

If the following change of variables is applied to equa-
tion (A2) while the identity is preserved in equa-
tion (A1), then

(A3)

and a new gust psd inx is obtained that satisfies equa-
tion (A1), if and only if equation (A2) satisfies equa-
tion (A1), such that

(A4)

The use of standard antiderivative tables provides the
desired result. That is,

(A5)
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The one-sided Dryden vertical (and lateral) gust velocity
psdΦw is given by

(A6)

Application of the same change of variables as indicated
in equation (A3) gives

(A7)

The combination of equations (A1) and (A7) with the
results in standard antiderivative tables yields

(A8)

From the result shown previously in equation (A5),
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Appendix B

Explanation of Constant Power Assumption

Tatom and Smith (1982) assert that digital simula-
tion commonly requires thatSυ have unit power when
integrated in the Nyquist frequency interval (−π/Tυ,
π/Tυ). This property can be assured by assuming that
ideally υ will have zero power outside the Nyquist
frequency interval and within the Nyquist interval
Sυ = Tυ/2π. As indicated by Tatom and Smith (1982), the
actual power spectrum of a Gaussian random number
when sampled and held does not have the ideal boxcar
shape but rather is given by

whereωs is the sampling frequency. A comparison of the
actual spectrum and ideal spectrum is shown in fig-

Sυ
1

ωs
------sin

2 ωπ ωs⁄( )

ωπ ωs⁄( ) 2
---------------------------=

ure B1. The actual spectrum reveals reduction of power
as the sampling frequency is approached due to the
actions of sampling and holding. Tatom and Smith
(1982, pp. 2–14) go on to show the following:

Thus for white noise,the aliasing due to discrete sam-
pling exactly offsets the tapering due to discrete genera-
tion when the sampling frequency equals the generation
frequency. On the basis of this fundamental point, the
simulation of white noise clearly shows no tapering of
the spectrum as long as the sampling rate equals the gen-
eration rate. Under most conditions this equality is auto-
matically satisfied.

Heuristically, the areas under the curves in figure B1
are approximately equal. Although a more complete
explanation would be intellectually satisfying, that expla-
nation is beyond the scope of this report. The implemen-
tation formulation developed for and used in the AFW
simulation was, in the final analysis, one that gave the
desired rms results.

Figure B1.  Two-sided power spectrum for theoretical white noise (with zero power outside Nyquist frequency) compared with Gaussian
random number that is sampled and held. (Adapted from fig. 2-2 of Tatom and Smith (1982).)
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Appendix C

Derivation of State Transition Equations

For convenience, we repeat equations (32)–(37) as
part of this appendix to derive state transition equa-
tions (34)–(37). Given the linear matrix differential equa-
tion (32) from the text

(C1)

which involves appropriately dimensioned vectorsu and
x, and if the ramp input signal (from eq. (33))

(C2)

is defined in the intervalkh ≤ t < (k + 1)h, then the fol-
lowing exact solution forx at timet = (k + 1)h exists:

(C3)

where from equations (35)–(37)

(C4)

(C5)

(C6)

Proof: Observe that in the interval

(C7)

where

(C8)

The general solution to the first-order differential
equation (32) is as follows:

(C9)

in the time intervalkh ≤ t ≤ (k + 1)h can be found with an
integrating factor. First, move allx terms to the left and
left multiply the equation by the integrating factore−At to
obtain
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The observation that

and with integration of both sides of equation (C10) in
the time intervalkh ≤ t ≤ (k + 1)h

(C11)
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(C13)

The following variable change is used to rewrite the inte-
gral in equation (C13):
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which gives
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Removal of the common factor ofe−Akh from equa-
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The integral expressions in equation (C17) can be
expanded as

(C18)

and

(C19)

The combination of equations (C17)–(C19) gives
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The combination of equations (C8) and (C20) gives
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Table I.  Model Signal Description and Scale Selection

No. Signal
Positive
direction

Engineering
unit

Scale,
V/EU

Input signals

1 LLEO actuator command LE down deg streamwise 0.375
2 LLEI actuator command
3 RLEI actuator command
4 RLEO actuator command
5 LTEO actuator command TE down
6 LTEI actuator command
7 RTEI actuator command
8 RTEO actuator command

Output signals

1 LLEO actuator position, RVDT LE down deg streamwise 0.375
2 LLEI actuator position, RVDT
3 RLEI actuator position, RVDT
4 RLEO actuator position, RVDT
5 LTEO actuator position, RVDT TE down
6 LTEI actuator position, RVDT
7 RTEI actuator position, RVDT
8 RTEO actuator position, RVDT
9 Model pitch actuator position, RVDT Nose up deg

10 Model roll position Right wing down deg 0.0555
11 LLEO collocated accelerometer Up g 0.5
12 RLEO collocated accelerometer
13 LTEO collocated accelerometer
14 LTEI collocated accelerometer
15 RTEI collocated accelerometer
16 RTEO collocated accelerometer
17 Left wingtip accelerometer
18 Right wingtip accelerometer
19 Left store-mounted accelerometer
20 Right store-mounted accelerometer
21 Fuselage accelerometer 1 1.0
22 Fuselage accelerometer 2 1.0
23 Fuselage accelerometer 3 1.0
24 Roll rate Right wing down deg/sec 0.0224
25 Left outboard bending moment Tip up in-lb .00244
26 Left inboard bending moment .000477
27 Right inboard bending moment .000553
28 Right outboard bending moment .002820
29 Left outboard torsion moment LE up .00611
30 Left inboard torsion moment .000112
31 Right inboard torsion moment .000106
32 Right outboard torsion moment .00702
33 LLEO actuator hinge moment .014760
34 LLEI actuator hinge moment .014144
35 RLEI actuator hinge moment .014155
36 RLEO actuator hinge moment .020503
37 LTEO actuator hinge moment TE up .026917
38 LTEI actuator hinge moment .014592
39 RTEI actuator hinge moment .013616
40 RTEO actuator hinge moment .028341
41 Wind tunnel Mach number Not applicable Mach number 10.0
42 Wind tunnel dynamic pressure Not applicable psi 0.006945
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Table II.  Structural Model Variations

Symmetric Antisymmetric—
aboutX-Z plane Fixed in roll Free to roll

Wingtip store coupled Yes Yes Yes
Wingtip store uncoupled Yes Yes Yes

Table III.  Structural Mode Frequencies in Simulation With Wingtip Store Coupled

Frequencies, Hz, for—

Structured model
Roll
mode Elastic mode—

variation R1 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
Symmetric 1989 Predicted 5.646 6.213 12.01 12.85 22.34 26.73 35.74 39.53 41.13 51.19

1989 Measured 5.77 7.22 13.13 14.65 32.2 39.9 42.7 49.1
1989 Used 5.77 7.22 13.13 14.65 32.22 39.9 42.7 49.1
1991 Predicted 5.35 7.31 12.85 14.79 28.57 32.08 39.93 43.85 47.57 53.38
1991 Used 5.31 7.17 11.65 13.5 28.57 32.22 39.9 38.62 46.98 53.38

Antisymmetric, 1989 Predicted 5.81 7.07 11.52 15.41 17.46 28.00 38.30 39.70 41.37 49.90
fixed in roll 1989 Measured 6.36 5.51 13.61 18.3 34.4 44.5

1989 Used 6.36 5.51 13.61 18.3 34.4 44.5 48.07
1991 Predicted 6.24 6.81 13.02 13.70 17.88 31.84 34.73 40.00 45.58 47.66
1991 Used 5.84 6.36 12.6 13.24 19.46 34.4 34.73 40.00 44.65

Antisymmetric, 1991 Used 0.3503 5.933 8.445 13.15 15.14 34.64 36.57 39.94 45.58 46.65
free to roll

Table IV.  Summary of Defining Equations

Subsystem Defining equation numbers

Turbulence models (14), (15), (17)
Actuator models (18), (19), (20), (21), (22), (23)
Aeroservoelastic models (29), (30)
Antialiasing filters (31)

Table V.  Predicted Versus Measured Flutter Characteristics

[AFW model; Mach = 0.5; in air; wingtip store coupled]

1989 predicted— 1991 predicted— 1991 measured— 1991 error, percent—
Model

variation
Frequency,

Hz
Dynamic

pressure, psf
Frequency,

Hz
Dynamic

pressure, psf
Frequency,

Hz
Dynamic

pressure, psf
Frequency,

Hz
Dynamic

pressure, psf
Symmetric 11.2 239.3 11.2 248 9.6 235 16 6
Antisymmetric,

fixed in roll
11.6 256.5 10.9 233 9.1 219 13 6

Antisymmetric,
free to roll

12.7 432
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Table VI.  1989 and 1991 Simulation Mathematical Models

(a) Simulation characteristics

Simulation characteristics
1989

test year
1991

test year

RFA methodology for unsteady aerodynamic models Least-squares with
1-lag state per mode

Least-squares with
4-lag states per mode

Dryden-like turbulence models with break frequencies at 17.23 Hz:

Symmetric intensity, in/sec 10.2

Antisymmetric intensity, in/sec 1.8

(b) Simulation states

Number of states for—

Simulation states 1989 test year 1991 test year

Symmetric elastic mode states (positions and velocities) 16 20
Symmetric aerodynamic lag states associated with elastic modes 8 40
Symmetric aerodynamic lag states associated with control modes 4 16
Symmetric turbulence states 2 2
Antisymmetric rigid and elastic mode states (positions and velocities) 14 20
Antisymmetric aerodynamic lag states associated with flexible modes 7 40
Antisymmetric aerodynamic lag states associated with control modes 4 16
Antisymmetric turbulence states 2 2
Linear actuator states, 2 per actuator, 8 actuators 16 16

Subtotal of coupled linear aeroservoelastic component model 73 172
Nonlinear actuator states, 1 per actuator, 8 actuators 8 8
Antialiasing filters on 40 channels 40 40

Total of simulation states 121 220

0.4 1.0
q

100
--------- 

 +

1.6 2.4
q

100
--------- 

 +
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Figure 1.  Graphical representation of minimum flutter margin as required by MIL-A-8870B (taken from
MIL-A-8870B). Notations in italics added by authors.
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Figure 2.  AFW wind tunnel model mounted in TDT.
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Figure 3.  Operating boundary of LaRC TDT with air as test medium.

Mach number

0 .1 .2 .3 .4 .6 .7 .8 .9 1.0 1.1 1.2.5

100

75

300

400500

150

200

18
00

20
00

22
00

 p
sf

60070010
00

12
00

14
00

16
00

80
0

400

10

20

30

40

50

60

70

80

90

100

200

300

140

AFW test path

D
yn

am
ic

 p
re

ss
ur

e,
 p

sf

Total pressure
50



34

Figure 4.  Wingtip ballast store (from Perry, Cole, and Miller (1992)).

Figure 5.  Instrumentation of AFW wind tunnel model.
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Figure 6.  Schematic of AFW hot-bench simulation laboratory.
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Figure 7.  Hot-bench real-time display.
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Figure 8.  Data flow from batch to hot-bench simulation.
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Figure 9.  Experimentally determined rms control rates. (From fig. 19 of Adams et al. (1992).)

Figure 10.  Turbulence intensities used for 1991 simulation derived from 1989 test results. Experimental target control
surface activity measurements only available below 275 psf.
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Figure 11.  Predicted versus measured rms TEO control activity (roll brake on) for traditional pole-zero flutter suppres-
sion control law during 1991 tunnel test.

Figure 12.  Comparison of predicted versus measured control activity for representative flutter suppression law during
1991 tunnel test. (From fig. 13 of Christhilf and Adams (1992).)
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Figure 13.  Magnitude and phase response of third-order analytical transfer function actuator model and measured data
used for its derivation.

Figure 14.  Mechanization of actuator transfer functions with rate limiting.

M
ag

ni
tu

de
, d

B

10

0

-10

-20

-30
1 10 100

Frequency, Hz
1 10 100

Frequency, Hz

P
ha

se
, d

eg

180

0

-60

-120

-180

120

60

303 303

Frequency range of interest
Third-order transfer function
Measured data

1

s
+

–

+

–

ω

Rate limits determined 
from hinge moment 
calculations

+

+

•

δc kδ
aδ

xδlin

rlneg

rlpos
xδ
• xδ 2

δ
1

s

1

s

δ
••

δ
•

δ

ωδ

2ζδ



40

Figure 15.  Doublet-lattice aerodynamic box layout.

(a)  Decomposition ofCl due to control deflection into
rigid term and elastic increment.

(b)  Analytical and experimental control effectiveness
versus dynamic pressure.

Figure 16.  Examples of rolling-moment coefficient decomposition and control effectiveness.
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Figure 17.  Predicted (1991) versus measured (1991 test data by Adams and Christhilf) magnitude and phase responses
of symmetric component of wingtip accelerometer signal to commanded TEO control surface at 225 psf shown as
functions of frequency.
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Figure 18.  Frequency response of right wingtip accelerometer to commanded RTEO control for various levels of model
reduction at dynamic pressure of 300 psf for free-to-roll 1991 model.
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Figure 19.  Frequency response of right wingtip accelerometer to symmetric turbulence input for various levels of model
reduction at dynamic pressure of 300 psf for free-to-roll 1991 model.
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Figure 20.  Frequency responses of LLEO control surface to command at RTEO actuator for various levels of model
reduction at dynamic pressure of 300 psf for free-to-roll 1991 model.
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Figure 21.  Predicted time response (ideally zero) of LLEO control surface to unit impulse command at RTEO actuator
for various levels of model reduction at dynamic pressure of 300 psf for free-to-roll 1991 model.

Figure 22.  Error bound versus number of states for aeroelastic submodel at dynamic pressure of 300 psf for free-to-roll
1991 model.
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Figure 23.  Error between full-order mathematical model and hot-bench simulation with 79-state aeroservoelastic sub-
model for left and right wingtip accelerometers for 1-V step command to RTEO control surface at dynamic pressure
of 225 psf for free-to-roll model.
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